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## Introduction

In this project our goal is to identify persons from face images. Using the AR Face Database we will extract features of eye length, eye distance, nose size, lip size, lip length, eye-brow length, and aggressive ratio. We will experiment with K-Nearest Neighbor, Artificial Neural Network and Naïve Bayes to find the accuracy, precision and recall rate of the classifiers predictions.

## Problem Description

To be added.

## Data Sets and Experiment Design

To be added.

## Defining Features and Feature Extraction

### Defining Features

We started with the following 7 features: eye length ratio, eye distance ratio, nose ratio, size ratio, lip length ratio, eye-brow length ratio, aggressive ratio.

### Feature Extraction

To be added.

## Result and Analysis

### Confusion Matrix

* K-Nearest Neighbors
  + Precision: ~
  + Recall Rate: 0.6
  + Accuracy: 0.2
  + Confusion Matrix:
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[0 0 0 1 0 0 0 0 0 0 0 0 0 0 0]

[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]

[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]

[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]

[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]
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[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]

[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]

[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]

[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]

[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]

* Artificial Neural Network
  + Precision:
  + Recall Rate:
  + Accuracy:
* Naïve Bayes
  + Precision:
  + Recall Rate:
  + Accuracy:

## Conclusion

To be added.
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## Appendices

To be added.